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ABSTRACT
To achieve multi-modal intelligence, AI must be able to process
and respond to inputs from multimodal sources. However, many
current question answering models are limited to specific types of
answers, such as yes/no and number, and require additional human
assessments. Recently, Visual-Text Question Answering (VQTA)
dataset has been proposed to fix this gap. In this paper, we conduct
an exhaustive analysis and exploration of this task. Specifically,
we implement a T5-based multi-modal generative network that
overcomes the limitations of traditional labeling space and provides
more freedom in responses. Our approach achieve the best perfor-
mance in both English and Chinese tracks in the VTQA challenge.

CCS CONCEPTS
• Information systems → Question answering; • Computing
methodologies→ Computer vision representations.
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1 INTRODUCTION
Multi-modal research has long aimed to achieve an understanding
and reasoning that spans different modes of communication. Recent
benchmark tasks such as image-text retrieval [19, 26], visual ques-
tion answering [9], phrase grounding [16] and visual commonsense
reasoning [30] focus on models’ ability to comprehend multiple
ways. This requires models to align semantic information from vi-
sual and textual content [6, 22] to answer questions. While previous
benchmarks have focused on solving simple common sense tasks
such as color, counting, and spatial relationships, newer datasets
like OK-VQA [17], Science-QA [15], and VCR [30] require models
to possess general knowledge, such as historical events and se-
quential logic of events. These datasets need models to store more
text-related common sense knowledge rather than relying solely on
connections between images and text. As a result, existing models
may overfit text-related common sense knowledge at the expense
of visual content.

Existing VQA models typically require predefined labels of an-
swer space, e.g., VQA V2 [9] have 1,000 classes for answering. This
limits the answers to the questions, reducing the difficulty of an-
swering the model and making it more susceptible to bias [12] in
the dataset. Such problems limit further development in the field of
VQA. Unlike the previous dataset, the newly proposed Visual-Text
Question Answering [4] challenge focuses on more open answers,
i.e., the model needs to answer the corresponding appropriate open-
ended answer based on a deeper multi-modal understanding rather
than searching through a given pattern of answers. An example
from the competition website is shown in Figure 1. It involves image
input, text segment descriptions, multiple questions and answers.
The goal of this task is to achieve three objectives: 1) Recognize
entities in both images and text relevant to the question. 2) Syn-
chronize multimedia representations of the same entity. 3) Carry
out multi-step reasoning between text and image to provide an
open-ended answer.

In this paper, we implement a unified framework to tackle the
challenging VTQA task, which includes a multi-modal encoder to
process the multi-modal input, i.e., the image, the text description,
and the question, and a text decoder to generate the answer in the
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Image: Annotation:

Anoso and his girlfriend Darban are in a long-distance 

relationship, Anoso is in texas, usa, and Darban is in par, 

France, and they agree to have dinner together tonight. 

Anoso was not in a good mood today, so he decided to eat 

chips. His girlfriend knew he was in a bad mood, so she 

offered him a beer. Darban chose bread for her dinner, and 

since she was a regular customer in the restaurant, the 

foreman Tegtmeier brought her a glass of red wine.

Q1: Who sent the drink in the picture?

A1: Darban.

Q2: Where is the location in the picture?

A2: Texas, USA.

Figure 1: An example of VTQA task.

open-ended form. Specifically, we first analyze the statistical infor-
mation of the VQTA dataset, such as text length, response type, etc.
We use corresponding models on different tracks (Chinese and Eng-
lish) to address the multilingualism problem. We also use a 2-size
model to show more results. The results show that larger models
and the appropriate language model can achieve good results on
the competition list, i.e., a score increase of 1.0+. Experiments show
that our framework can greatly detect the entities from the image
given the question and use the multi-modal data to answer the
entities-related questions generatively. We offer in-depth analysis
and ablation studies on the visual feature and task formulation, i.e.,
generation v.s. classification.

In summary our contribution is as follows:
• We implement a generative multi-modal network as a solu-
tion for the VQTA challenge to achieve a first-place finish.

• Extensive experiments and analyses are carried out to verify
that our system could extract or generate answers with some
relevance based on the content provided.

2 RELATEDWORK
Our work is closely in line with the studies on visual question
answering. Conventional methods generally cast VQA as a classi-
fication task, where the image and question are first respectively
encoded by the visual encoder and the textual encoder, and then
various multimodal fusion methods [5, 21] are exploited to derive
the fused multimodal features. Finally, the fused multimodal fea-
tures are further processed by a classifier to generate the candidate
answers [1, 3]. For example, Yang et al. [28] utilized VGGNet [24]
and LSTM [11] to encode the image and question, respectively.
Then an attention mechanism is designed to fuse the multimodal
features, followed by a classifier to generate the answers. Moreover,
Anderson et al. [2] resorted to Faster R-CNN [23] and GRU [7] as
the visual encoder and the textual encoder, respectively. Then a
novel combined bottom-up and top-down visual attention mech-
anism is employed to derive the multimodal features. Thereafter,
Ye et al. [29] adopted Faster R-CNN and LSTM to encode the im-
age and question, respectively, and resorted to the self-attention
mechanism [25] to model the multimodal intra- and inter-modal
interactions. Similarly, the fused features are processed by a clas-
sifier to derive the answer. Nowadays, SoTA pretraining methods
like ALBEF [13] adopts knowledge distillation [10, 20] to enhance
multimodal understanding.

Although these methods have made prominent progress, they
can only generate the answers based on the pre-defined answer

candidate in a discriminative manner, which limits the flexibility
of the answer and restricts the real-world application scenarios.
On the contrary, in this work, we aimed to generate open-ended
answers in the natural language form, which is more challenging
and valuable.

3 METHOD
In this section, we first formulate the research problem and subse-
quently detail the proposed T5 based approach.

3.1 Problem Formulation
In this work, we aim to tackle the challenging VTQA task, which
can be formally defined as given an image-text pair, the goal is
to answer a question in an open-ended form. Suppose we have a
set of quadruples, denoted as D =

{
(𝑣, 𝑡, 𝑞, 𝑎)𝑖

}𝑁
𝑖=1, where 𝑣 , 𝑡 , 𝑞,

and 𝑎 refer to the image, text description, question, and answer,
respectively. 𝑁 is the total number of quadruples. Based on D, we
aim to optimize a function that can answer the question 𝑞 based on
the image-text pair (𝑣, 𝑡) correctly. This can be formally defined as
follows,

F (𝑞, 𝑣, 𝑡 |Θ) → 𝑎, (1)
where Θ are the to-be-optimized parameters.

3.2 Model
Our model is essentially a T5 [18] model with visual embedding
inputs from Faster RCNN [23]. Readers with sufficient background
knowledge can skip the followingmethodology section and proceed
directly to the experiments (section 5).

The proposed approach consists of two key modules: (a) multi-
modal encoder and (b) text decoder. The former aims to encode
the multi-modal input, i.e., the image, the text description, and the
question into hidden states (detailed in Section 3.2.1). Based on the
hidden states, the latter is responsible for generating the answer
(described in Section 3.2.2).

3.2.1 Multimodal Encoder. For the visual image, we utilize a
frozen Faster RCNN [23] as the vision encoder to extraction region
features and a learnable linear layer to transform the features to
match the text input embedding dimension. Formally, we have,

E𝑣 = W · FasterRCNN (𝑥) + b, (2)

where E𝑣 =
[
e𝑣1, e

𝑣
2, · · · , e

𝑣
𝐿

]
∈ R𝐿×𝐷 is the visual embedding. 𝐿 is

the number of image tokens (regions) and 𝐷 denotes the feature
dimension.

As for the text description and question, which are both in textual
modality, we first tokenize them into standard vocabularies, and
then apply an embedding layer to derive the textual embeddings,
which are denoted as follows,{

E𝑡 =
[
e𝑡1, e

𝑡
2, · · · , e

𝑡
𝑀

]
,

E𝑞 =
[
e𝑞1 , e

𝑞

2 , · · · , e
𝑞

𝑁

]
,

(3)

where E𝑡 ∈ R𝑀×𝐷 and E𝑞 ∈ R𝑁×𝐷 refer to the text description
embedding and question embedding, respectively.𝑀 and 𝑁 denote
the length of the text, respectively. Note that tomaintain the relation
information, we also add the positional embeddings to the textual
embeddings.
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Figure 2: An illustration of our MGN architectures for VQTA task.

Table 1: Dataset statistics. Length by T5 tokenizer.

Split #Image-text #question MAX / MIN / AVG #answer type:
text length YN / E / G

Train 4200 11312 1099 / 75 / 383.5 3931 / 6930 / 451
Val 469 1245 739 / 73 / 398.9 436 / 763 / 46
Test_dev 842 2189 950 / 81 / 328.3 -
Test - 9035 - -

Table 2: Text length statistics of VTQA dataset by BERT tok-
enizer.

description Question Answer
len avg max min avg max min avg max min
en 187 914 52 11 34 3 2 87 1
zh 239 949 91 14 49 5 3 107 1

Thereafter, we concatenate the visual and textual embeddings to
derive E =

[
E𝑣, E𝑡 , E𝑞

]
, which is processed by off-the-shelf Trans-

former to derive the multi-modal fusion hidden states. Formally,
we have,

E = TransformerE
(
E
)
. (4)

3.2.2 Text Decoder. Based on the hidden states, the text encoder
can generate the answer in an auto-regressive manner. Specifically,
we also employ the Transformer architecture in this module, which
iteratively attends to previously generated token via self-attention
and the encoder outputs via cross-attention. Specifically, we train
the model parameters Θ by minimizing the negative log-likelihood
of ground-truth answer 𝑎 tokens given image 𝑣 , text description 𝑡 ,
and question 𝑞 as follows,

LΘ = −
|𝑎 |∑︁
𝑗=1

𝑙𝑜𝑔𝑃Θ
(
𝑎 𝑗 |𝑎< 𝑗 , 𝑣, 𝑡, 𝑞

)
. (5)

4 DATASET
4.1 Overview
The VTQA dataset consists of 10124 image-text pairs and 23,781
questions. The images are real images from MSCOCO dataset, con-
taining a variety of entities (Figure 1 demonstrates a data instance).
For each questions, there are three types of answers: 1) yes/no,

2) extracted from the image description text, and 3) open-ended
answer that need generate new text.

We count the information on the length of the text in the data
set, using BERT or T5 tokenizer. As Table 2 shown, although the
average text length is within 300, there are still some texts with
500+ tokens that need to be considered.

4.2 Metric
As the answers divided into three types, the VTQA task sets differ-
ent metrics for the three types of answers.

Exact match (EM). This metric measures the percentage of
model predictions that match the ground truth answer exactly
(string exact match, with fuzzy match for synonyms of yes/no). It
is used in all types of answers.

(Macro-averaged) F1 score (F1). This metric measures the
average overlap between the prediction sentence and ground truth
answer. The prediction and ground truth are treated as bags of
tokens to compute their F1. This metric will be used for the ‘E’ and
‘G’ types of answers.

YN accuracy (YNAcc). This metric is only used for the ‘YN’
type of answers. The answer will be transformed into ‘yes’ or ‘no’
by a pre-defined yes-or-no dictionary from the organizers.

In the VTQA competition, the EM metric is used for ranking
models. The other metrics are presented to show the performance
of the algorithm.

4.3 Dataset Analysis
Dataset statistics are shown in Table 1 & 2. Based on the answer
type statistics in Table 1, we can observe that the majority of the an-
swers in the VTQA dataset are of “Extraction” type, which indicates
that the questions are focused on identifying objects, attributes, or
relationships in the image descriptions. The "Yes/No" type answers
are the second most frequent, indicating that there are also ques-
tions that require binary answers. The “Generation” type answers
are relatively infrequent, suggesting that questions that require
new texts are less common in this dataset.

5 EXPERIMENT
5.1 Setup
We implement our model based-on the T5 [18] of transformers [27].
For the base-sized pre-trained text model, we adopt the t5-base
and mengzi-t5-base [32] for the English track and Chinese track,
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Table 3: Main results from the competition leaderboard.

Model Dev Test
EM YN-acc E-F1 G-F1 EM YN-acc E-F1 G-F1

English
Baseline 0.5861 0.7509 0.6842 0.4938 - - - -
Our-t5-base 0.6702 0.7902 0.8165 0.5216 0.6469 0.7493 0.8199 0.4718
Our-t5-large 0.6825 0.8098 0.8226 0.5445 0.6638 0.8055 0.8182 0.4681

Chinese
Baseline 0.4884 0.7497 0.5766 0.4978 - - - -
Our-t5-base 0.5916 0.7387 0.7688 0.5808 0.5967 0.7341 0.7717 0.5155
Our-t5-large 0.6240 0.7669 0.7993 0.5922 0.6127 0.7518 0.7957 0.5510

Table 4: Validation set exact match scores of different task
settings.

Model English Chinese
Overall YN E G Overall YN E G

Seq-to-seq w/o image features
t5-base 0.6088 0.7156 0.5780 0.1087 0.5325 0.5046 0.5662 0.2391
t5-large 0.6193 0.7248 0.5767 0.3261 0.5205 0.4908 0.5623 0.1087

Seq-to-seq w/ image features
t5-base 0.7655 0.8670 0.7366 0.2826 0.7012 0.6376 0.7654 0.2391
t5-large 0.7783 0.9106 0.7300 0.3261 0.7028 0.6720 0.7457 0.2826

Classification by encoder only
t5-base 0.7173 0.8417 0.6723 0.2826 0.6466 0.6124 0.6907 0.2391
t5-large 0.7333 0.8761 0.6789 0.2826 0.6394 0.6628 0.6488 0.2608

respectively. For the large-sized models, we adopt the t5-large
and Randeng-T5-784M [31]. For the image features, we just take
the Faster-RCNN [23] region features provided by the competition
organizer.

We use the AdamW[14] algorithm to update the model parame-
ters, where the batch size is 64 and the total epoch number is 20.
We set learning rate to 1𝑒 − 4 and adopt the linear learning rate
scheduler with 200warm-up steps. The models with best validation
exact match scores are use for the final evaluation and competition
submission.

5.2 Main results
We present our results on test_dev and test from the competition
leaderboard in Table 3. Note that the Our-t5-largemodels in both
English and Chinese tracks are the final submission. The text
set performance of all final submissions have not been officially
released by the organizer yet. Currently, our base-sized models (i.e.,
Our-t5-base) are the best on both English and Chinese tracks 1.

Our approach achieves significant improvements compared with
the official baseline2. On the “YN” (yes or no) type instances, our
models are comparable to the baseline implementation. On the “E”
(extraction) type answers, our method has score increases of 19.3%
and 33.3% for English and Chinese, respectively. On the “G” (gen-
eration) type, our models also provides impressive improvements.
These demonstrate the effectiveness of our t5-based models.

5.3 Analysis
In this subsection, we conduct several analyses to understand our
approach in-depth. It is worth noting that, since we do not aware of
the word segmentation method used by the organizer, we can not
compute the F1 scores of the “E” (extraction) and “G” (generation)
1http://vtqa-challenge.fixtankwun.top:20010/index.html
2https://github.com/visual-text-QA/VTQA-Demo

Table 5: Validation set exact match scores of finetuning t5-
base models by various pre-computed image features.

Model English Chinese
Overall YN E G Overall YN E G

Faster RCNN region feature
t5-base 0.7655 0.8670 0.7366 0.2826 0.7012 0.6376 0.7654 0.2391

Faster RCNN grid feature
t5-base 0.7703 0.8784 0.7379 0.2826 0.6980 0.6399 0.7575 0.2609

Vit-base hidden state
t5-base 0.7614 0.8647 0.7300 0.3043 0.7004 0.6330 0.7654 0.2609

type answers. Therefore, only exact match scores are presented in
Table 4 and Table 5.

Vision information is crucial to the model. Since our ap-
proach relies on the powerful generation ability of t5 [18] series
model, one important question is about the role of vision features to
our model. To this end, we remove the pre-computed Faster-RCNN
[23] image region features and train the base and large t5 model
with only textual inputs. The evaluation results on the validation set
are shown in Table 4. The performance t5 models without vision
information (Seq-to-seq w/o image features) is dramatically de-
graded, demonstrating the our approach is rely on the multi-modal
information interaction.

Generation is better than classification. The official baseline
is a multi-modal classification method, while ours is based on the
sequence to sequence generation paradigm. To fairly compare them,
we also implemented a t5-encoder base classification model. That
is we just drop the decoder part of t5 and use the mean pooling of
the encoder output with a linear layer as the model. The results is
presented in Table 4 as well. The encoder classification model is
with significant performance gap with the generation model on the
“E” (extraction) type, which is the most challenging in this VTQA
dataset as the open-end answers.

Vision feature source do not matter. We also compare dif-
ferent type of vision features, including the Faster-RCNN region
(used in the main results) and grid feature, as well as the Vit [8]
hidden states. The validation results is shown in Table 5. We can see
that there is no major performance variance among these features.
Hence, considering the efficiency, we employ the shortest region
feature in the main experiments.

6 CONCLUSION
In this paper, we propose the use of a T5-based multi-modal gen-
erative network to address multi-modal question answering. This
network structure can be unconstrained by a pre-defined answer
space and adaptively extract answers or generate relevant answers
according to the question. Extensive experiments conducted on
the VQTA dataset validated the effectiveness of the approach. Our
solution received first place in both English and Chinese tracks on
this competition.
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