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I want it switch 
to daytime. 

I want it to be 
blue in color. 

...

...

Reference image

Modification text

(a)

(b)

Retrieved images

Reference image

Modification text
Retrieved images

Traditional single-model query-based image retrieval system cannot well deliver the user’s 
sophisticated search intention. Composed image retrieval (CIR) allows users using the 
multimodal query to express the search intentions more flexibly.

• Extending the retrieval 
paradigm of the image 
retrieval systems.

• Enhancing the interaction 
ability of the retrieval system.

• Commercial product search.

• Interactive intelligent robot.
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Related Work

4Open-ended instruction-based CIRAttribute-based CIR

AMNet@CVPR’17

The modification is 
limited to pre-defined 
attributes.

Natural language modification-based CIR

TIRG@CVPR’19

The multimodal feature 
extraction and cross-modal 
retrieval capabilities are 
limited.

MagicLens@ICML’24

CLIP4CIR@CVPR’22
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VLP common space

Multimodal Fusion Space

Target imageReference 
image

Modification 
text

❏ Existing methods: the nonlinear multimodal fusion function may potentially cause the fused 
multimodal query feature to deviate from the original common embedding space

Image 
Encoder

Text 
Encoder

Multimodal 
Fusion

retrieve

feature level

Target 
image

“change from 
pink to blue”

Reference image

Modification text

❏ Our proposal: shift the multimodal fusion from the feature level to the raw-data level, which 
can fully leverage VLP model’s multimodal encoding and cross-modal retrieval capabilities.

Image 
Encoder

Text 
Encoder

Unified 
visual query

Unified 
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“change from 
pink to blue” Target 

image

Reference image

Modification text

retrieve

raw-data level
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❏ Dual Query Unification-based Composed Image Retrieval framework (DQU-CIR)

BLIP-2
image caption

Unified textual queryReference image

“A long pink coat” 

“A long pink coat ，
but change from 

pink to blue”
“change from 
pink to blue”

Modification text

(a) Text-oriented query unification

Unifying the multimodal query into a pure text query:

“change from 
pink to blue”

Modification text

target image 
key words extraction blue

Reference image

write on

Unified visual query

LLM
blue

(b) Vision-oriented query unification

Unifying the multimodal query into an image query:
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“change from 
pink to blue”

Multimodal query

(a) Text-oriented 
query unification

(b) Vision-oriented 
query unification

Image 
Encoder

Text 
Encoder

Concat-MLP-σ

λ

1-λ

Target image

Image 
Encoderclose

(c) Linear adaptive fusion-based 
target retrieval

❏ Dual Query Unification-based Composed Image Retrieval framework (DQU-CIR)
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❏ Performance Comparison on fashion domain: FashionIQ, Shoes, and Fashion200K
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❏ Performance Comparison on fashion domain: FashionIQ, Shoes, and Fashion200K
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❏ Intuitive performance comparison ❏ Performance with different backbones
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❏ Case Study
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❏ We designed two training-free multimodal fusion methods at the raw-data 
level in the context of CIR, which can fully leverage the VLP model’s 
multimodal encoding and cross-modal retrieval capabilities. 

❏ Extensive experiments on four real-world datasets demonstrate the superiority 
of our method over the SOTA baselines.

❏ We surprisingly found that directly writing descriptive words onto the image
can achieve promising multimodal fusion results, which indicates the superior 
OCR potential of the image encoder of the VLP model. We believe this would 
inspire the multimodal learning community to approach multimodal fusion 
from a new perspective.
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Thanks for your listening! 
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Codes are available!
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